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ABSTRACT

This thesis presents results of a research effort designed
to advance the development of an acoustic speech segmentation
pfoceduré reported by an earlier researcher. The procedure is
known as "moment analysis of the reciprocal zero crossing dis-
tances of speech."‘ The development of this procedure is ad-
vanced through the design and construction of a real-time
statistical time-series analyzer to eliminate the need for
computer analysis.

This work discusses the‘general needs to which the
advancement of the development of this segmentation procedure
can be useful. Then it is shown that an electronic real-time
statistical time-series analyzer is an effective method to
advance the development of the segmentation procedure. In
addition, a discussion of the design concepts and design
feasibility is presented. Finally, the paper‘shows that the
. design concept is feasible and that the analyzer design is
physically realizable, thus illustrating that the need for
computer analysis to study and utilize the most promisiﬁg

aspect of the segmentation procedure is essentially eliminated.
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CHAPTER I
INTRODUCTION

During the past thirty years a very high degree of
interest in the field of speech .processing apd bandwidth
compression has been shown by mény United States goQérnment
agencies and private companies (Fant, 1960; Flanagan, 1965)9
Moreover, in many cases the agencies and private firms have
shared their interest through joint research and development
programs. FHowever, the concern of the agencies has been by
and large in the area of achieving low power, narrow band-
width, and secure voice communicaticns. On the other hand,
the private firms have directed their attention to the develop-
rent of voice recognition devicgs, erv.cept where work has been
applied to government contracts. At any rate, both of these
areas of development complement each other. Furthermore, the
ultimate azim of the total effort by the agencies and private
firms is to produce better hardware to improve existing con-
ditions. For example,; with the nearing of the end to the
Apollo program, the National Aeronautics and Space Administra-
tion is looking toward spacecraft that can house from fifty Eo
one hundred men. With this large population of people, multi-
ple voice communication to and from earth as well és to remote
manned satellites will be required. So the need for low power,

narrow bandwidth . volce systems will become a demand.
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Supplementarybﬁb this growing need for new type voice systems
by governmentlagencies; private firms are seeking to meet the
anticipated requirement which is to provide computers that
qén be programed vocally as well as in the present software
manner. Not only is this method of vocal address advantageous
to the users of coﬁputers, it has many other uses, éﬁfdmatic
control systems with vocal address is an example. The need
for practical voice processing equipment is a realistic one
- which can only be met tﬂrough the results of applied research.
This statement exemplifies the purpose on which the present
work has been established. '

Further exemplification of the purpose is seen through
a brief recognition of a fundamental study in the area of
speech segmentation performed by an earlier researcher (Sitton,
1969). The results of this work revealed the discovery of a
new speech segmentation concept with a great promise toward
advancing the present state-of-the-art in voice processing
equipment. However, the'illustration of the concept is only
a computer simulation in the form of an algorithm. 1In order
to make this concept more useful, additional research is
needed. This need was also pointed out by Sitton. The woxrk -
herein is the result of further research directed toward the

implementation of the concept into a domain more conducive to

practical hardware.
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This impiementation is done through an effort to design
and develop a real-time statistical time-series analyzer to

segmentize speech in real time.



CHAPTER II
THEORETICAL BACKGROUND

A comprehensive search of the speech research literature
shows that the development of a statistical analyzer for
speech research has been by and large a means of achieving
other ends. This postulation is illustrated by the history
of research in speech processing, bandwidth compression, and
recognition, as well as in the recent developments in computer
technology (Gold, 1969; Kock, 1962). In the past many re-
searchers have developed aliARinds of techniques to analyze
human speech; one in parﬁicular is found in the work performed
in 1952 by Davenport. This work dealt with an experimental |
study of speech wave probability distributions, and it re-
gquired the use of two statistical analyzers (although not
called statistical analyzers at that time). One was used to
~define amplitude distributions while the other was used to
define zero-crossing distributions. Neither analyzer was
emphasized as a possible universal test instrument for épeechv
research. but they were more or less developéd as a means of —
achieving the desired ends.

Since the effort by Davenport, studies in speech
recognition have established a definite need for statistical
analysis (Gold, 1969; Sitton, 1969; Velichkin, 1963). However,

the trend is now toward utilizing computers for analysis



5
rather than the construction of test instruments (Gold, 1969;
Reddy, 1967; Leytes, 1966; Sitton, 1969; Weiss, 1963). The
reasons for the deemphasis on developing test instruments
are not that test instruments are not needed, but rather
that a computer is accessible and can expidite the major em-
phasis of the research. In other words, the primary objective
of speech research generally is to learn about the nature of
the signal itself by anf means available. So a concentration
on the development of test instruments is somewhat devious to
the main objective of the speech research as well as to the
talents of the people carrying out the research{

At any rate, a great deal of work has gone into statis-
tical analysis for speech research be it by computer analysis
or by analysis performed by an instrument designed for that
particular purpose. Nevertheless more work is needed in the
development of tailored instrumentation. Tailored instru-
~ments are important because they offer a bridging between
theoretical abstraction and practical utilization of the
theoretical concepts. This is particularly true of statis-
tical analysis. Moreo&erg the design of thé real-time
statistical time-series analyzer, mentioned in the previous
chapter, offers such bridging.

However the analyzer itself has an interesting theoretical
background which is taken from Sitton's emphasis on the use of

moment analysis of the reciprocal time distances between
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successive zero crossings of the speech signal as a segmen-
tation procedure.

This procedure has been chosen because it seems to be
quite promising for further research aﬁong a number of other
ﬁethods tried. The fundamental‘philosophy for using the
reciprocal zero crbssing distance moment analysis is that
these moments were found to give a reliable measure of
changes in stationarity indicating phoneme transitions in
speech. This moment analysis may be described mathematically

by Egs. (2-1) and (2-2).

P,
-1 1 -1 _ T -1,4
@ =L P o r-oa (2-1)
q 3] PJ i=1 Js1 ]
.t =y c@ah=27%a 7Y (2-2)
] Jedx ] Pj Js1
where d = distance between zero crossings
a™l = reciprocal of d and djm1 = average or
first moment
uq(djwl) = all higher moments above (g = 1) as a
function of djal
PG = 1, 2, 3{ 8 2 8 & @ N

Prior to implementing Egs. (2-1) and (2-2) into the
algorithm as being mathematically description of the segmen-

tation procedure, a process of linear detrending‘was performed
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on the speech signal. Mathematically linear detrending is
a least squares line problem which is illustrated by Fig. 2-1
for a data sample. The reason for appl&ing the detrending
process was to establish a meaningful zero reference line
which in effect limited the analysis to dealing with only
the high frequency part of the input speech signal. This
detrending process, along with the aforementioned theoretical
criterion, establishes the theoretical framework of the present
research effort.

With the theoretical basis of the problem known, the
carry on question is what approaches should be taken to solve
the problem. The research work being reported herein is an
attempt to show that the method of solution can be realized
through an electronic simulation of the theoretical relation-
ships and is illustrated as follows.

Given a speech signal S(t) , one wishes now to define
through electronic analog circuit means the first four central
statistical moments. The first requirement by the theory is
to perform the process of linear detrending and measuring the
distances between zero crossings. This step can be achieved
by passing the signal S(t) through an analog differentiator
with the appropriate time constant, as shown in Fig. 2-2.

The next theoretical requirement is to obtain the
reciprocal of the distances between the zero crossings. This

can be done by operating on the signal with an analog divider
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(see Fig. 2-3) after zero crossing detection, and frequency
to amplitude conversion.

The next step is to find the average value or first

central moment of the reciprocal [S(Ti—l) = S] zero crossing
distances. This is done by using an-analog averaging network
or integrator with the appropriate integration time constant
(see Fig. 2-4),

The next process is to develop a moment generating function.
This is done by using a high quality operational amplifier as a
difference network (see Fig. 2-5) and taking the difference be-

1

tween S(Ti- ) and § .

1y - §1 defined,

With this difference quantity [S(Ti_
any central moment above 1 can be found by using the proper
arrangement of analog multipliers; this is shown in Fig. 2-6
for moments 2nd, 3rd, and 4th order. The output of the multi-
pliers should be a signal representative of the moments that
aie described by Eq. (2-1).

In surmary, the approach to solving the problem is to
use a set of properly ordered analog networks to achie?e the
signal moment for analysis as illustrated by the block diagram
of Fig. 2-7. The proper ordered set of electronic analog

networks represent the real-time statistical-time series

analyzer. This name is chosen to describe the electronic

device because the final products of the assembly of electri-

cal networks are statistical quantities and they are derived
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from the real-time domain representation of the input

signal.
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CHAPTER III
SYSTEM DESIGN

The problem expressed in Chapter II is translated into
an electronic analog system simulating the theoretical re--
lationships of Egs. (2-1) and (2-2).

The system design has been carried out in four phases.
The first phase is called signal conditioning; the second,
signal conversion and inversion; the third, signal integra-
tion and differing; and tﬁe fourth, signal moment generation.
In order to provide a clear’understanding of the overall
design concept, this chapter gives a more detailed discussion

of the four design phases.

Phase l: Signal Conditioning

The signal of concern in this investigation is human‘
speech. So the problem in this system design phase is to
provide the proper signal conditioning; As stated in Chapter
II, the operation to be performed on the speech signal is a
moment analysis of the reciprocal zero crossing distances.
Therefore a meaningful zero reference must be established and
its zero crossings extracted in addition to the speech signal
being of sufficient signal amplitude. Thus the signal con-
ditioning network design consists of an input amplifier, a

differentiator, and a zero crossing detector. The input
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amplifier proVides the signal voltage range for establishing
a high signal to noise ratio; the differentiator establishes
the meaningful zero reference whereas the zero crossing de-
tector extracts the signal zero crossings. Figure 3-1 shows

such a signal conditioning network.

Phase 2: Signal Conversion and Inversion

After the signal zero crossings are detected, the next
phase measures the reciprocal zero crossing distances of the
signal. The essenfial task for this phase is to express the
reciprocal zero crossing distances as a function of amplitude
and time. This was accomplished by developing a network,
illustrated in Fig. 3-2, called a frequency to amplitude
converter.

This network functions as follows. The appearance of
the first zero crossing starts a high speed digital clock.
During the time interval between the first zero crossing and
the appearance of a second zero crossing the clock drives a
digital counter with an eight bit parallel output. The.
appearance of the second zero crossing stops the clock and
the digital value of the counter is inverted and dumped into
an eight bit digital-to-analog converter via an eight bit
storage register. Then the output voltage of the digital-to-
analog converter is directly proportional to the reciprocal

zero crossing distance. More circuit details of the design
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of this signal conversion and inversion network are provided
in the Appendix. Figure 3-2 shows the typical design of this

network.,

Phase 3: Signal Integration and Difference

The networks defined in Phases 1 and 2, transformed'the
speechsignal into a signal with amplitudes directly propoxr-
tional to the reciprocal of the zero crossing distances in
order to perform the moment analysis. The signal integra-
tion and difference network described in this phase begins
the moment analysis and basically consists of an integrate-
and-hold circuit and a diffeience amplifier. The circuit
and amplifier operate on alternate 3.75 millisecond time
periods. 1In other words, the integrator and difference am-
plifier are controlled by 7.5 millisecond square wave drive
to four analog gates. The integrator is turned on and inte-
grates the input signal for 3.75 milliseconds. Also, during
this time period no input-is applied to the difference
amplifier. At the end of 3.75 milliseconds the output of
the integrator along with the input to the integrator are
connected to the two ihputs of the difference amplifier. The
output of the amplifier then gives the difference between the
integrator input and its output for a period of about 3.50
milliseconds. During the remaihing 0.25 milliseconds, the
integrator is re;et to integrate the next alternate 3.75

millisecond period and repeat the entire process over again.
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The time period of 3.75 milliseconds was chosen because it
is a submultiple of 15 milliseconds which has been found to
be a period over which speech is assumed to be stationary
(Sitton,'1969)a

Figure 3f3FShOWS a circuit diagram of the complete

integration and difference network. As a supplemené“to this
circuit diagram, Fig. 3-4 shows a timing diagram which illus-
trates the proper time relationships of the integration and
hold process as well as the difference network. It also

shows the analog gate control logic signals.

Phase 4: Signal Moment Generation

| The signal output of the difference network may be
though£ of as a sfatistical moment generating function. A
moment generating network was required in order to provide
the moments of the signal. This network was designed by
properly employing a set of analog multipliers. Figure 3-5
shows this network for the generation of moments 2, 3, and
4.

These four phases, designed and developed a system
simulating Egs. (2-1) and (2-2). The final outputs of the
system are time-series-patterns which are later correlated
with those achieved through the use of Sitton’s computer
algorithm. Spectral patterns are made and presented as part
of this work; the speech material used to obtain these

patterns is the same word set used by Sitton. Some comparison
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between the two spectral patterns was made by the present

researcher but the most critical comparison is left for

fufther research. More is said about this point and the

total achievement of the present work in the next two chapters.
Figure 3-6 shows an overall diagram of the final system

design and the system is called a real-time statistical time-

series analyzer. This name is given to the system because

the analysis is statistical in nature and it is done in real

time as well as in the signal time domain.
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CHAPTER IV
PROTOTYPE AND FEASIBILITY STUDY

The experimental prototype refered to in this chapter
is the real-time statistical time-series analyzer illustrated
by the diagram of Fig. 4-5. Up to the present poiné? however,
much has been said about the analyzer design approach and
method of implementation. On the contrary, this chapter
attempts to present data which defines and proves the physi~
cal realizability of the analyzer. This data is presented
through a short discussion 6f the final analyzer design and
the presentation of the results of a feasibility study con-
ducted on the prototype.

Figure 3-6 shows the complete and final circuit design
of the analyzer and this diagram is repeated in Fig. 4-1.
Moreover, this final design is a more detailed representation
of the conceptual block diagram defined by Fig. 2-7 and re-
peated in Fig. 4-2. However, there is a basic difference in
that the final design did not require the use of an anaiog
divider to achieve the reciprocal zero crossing distances
as indicated by vy/x in Fig. 4-2. Instead, the reciprocal
zero crossing distances were obtained in the frequency-to=-
amplitude conversion process by inverting the 8 bit counter
output shown in Fig. 3-2, prior to'digitalmtOQanalog conver-

sion. This inversion makes the highest input signal frequency
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correspond to the highest amplitude of the digital-to-analog
converter output voltage. This relationship is the same
affect as desired through the use of the analog divider.
| Other points of interest about the final design are
the time constants associated with the presentation of
Figs. 3-2 and 3—4.’ These figures illustrate, among other
things, the use of appropriate differentiation and integra-
tion time constants. In the final design, these constants
were defined. The differentiator constant, for example, was
found to be (Td = 1lns) on§ nanosecond; and the integration
constant was found to be (Ti = 3.75 ms) three-point-seven-
five miliseconds. One nanosecond was chosen for Td because
it provides an optimum trade-off between establishing a true
zero reference for the input signal and maintaining system
noise immunity. Likewise, three-point-seven-five miliseconds
was chosen for T, because it represents a féir trade—~off
between obtaining a workable average of the input signal and
remaining within the limits of signal stationarity in order
to present a useful signal analysis in real-time. More is
said about this point in the following chapter.

The feasibility study conducted using the prototype
model was designed to uncover the correlation between the
statistical moments obtained by the earlier researcher’®s
algorithm and the present researcher's electronic model. A

sufficient degree of correlation between the data obtained
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through the use of the algorithm and data obtained from the
electronic model establishes the physi;al realizability of
the analyzer.

The study consisted of an analysis of key speech samples
taken from the word space outlined in Table I. Out of this
word space, the speech samples were the words "which" and
"sunless" spoken by a speaker with a general American accent.
Although both words were used as speech samples, only the
word "sunless" was used to establish the desired degree of
correlation between the algorithm data and the data taken
from the electronic model. "Sunless" was used because the
-algorithm data consisted only of the word "sunless" as its
speech sample.

Nevertheless, the data from the electronic model was
obtained by requiring the speaker toc record on magnetic
tape the complete word space. Then the tape recording was
used as the signal source for the operational test. The test
setup is shown in Fig. 4-3. In this figure the recorded
speech is shown to be provided, via a tape recorder, té the
analyzer. Then the analyzer is connected to an oscilloscope.
The oscilloscope is triggered by the input speech signal
while the analyzed speech signal is displayed as the scope
trace. Also, when the scope trace appears, a polaroid picj
ture is taken of the trace and used as the data collection
and storage technique. This technique of polaroid pictures

was used because it proved to be the best technique out of



TABLE I

WORD SPACE USED IN STUDY (Sitton, 1969)

Orthographic

which*
into
only
some

did
many
sunless*
Monday
zero
himself

speechless*

Phonemig

lwlgﬁ

[In®tu|
lon®1i]|

| sam|
|aza]
|me"ni |
|san'les|
|man?di]
[zi'rol|
|him*self]

lspiEf‘lesl
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a number of other methods tried, such as xy plotter,
oscillograph, visicorder, etc.
Five different pictures were made of the analyzed

speech samples and are distinguished by the following

equations:
£{t) = s Picture 1 | {(4-1)
f(t) = s Picture 2 (4-2)
£(t) = (s - )% Picture 3 (4-3)
£(t) = (s - 5)° Picture 4 (4-4)

£(¢) = (s - )% Picture 5 (4-5)

These five pictures represented by the five equations
are: The signal (Eg. 4-1), the signal first, second, third,
and fourth central statistical moments (Egs. 4~2 through
4-5, respectively). Where the signal "s" is the reciprocal
of the distance in time between the zero axis crossings of
the input speech samples. The speech samples used, as stated
earlier, are the spoken words "which” and "sunless." Other
words in the word space were observed through the analyzer
but no data was collected and stored; as a result, no data
on these words appear in this report exéept for thé word
"speechless.® At any rate, a set of five pictures is pre-

sented for each speech sample.
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The primary procedure for proving the physical re-
v -8lizability 6f the analyzer was té establish some degree
of correlation between the data obtained using the algo-
rithm and the data obtained using the electronic model,
namely, the real-time statistical time-series analyzer.
Figures 4-4 and 4-5 represent the data obtained from the
algorithm which are the first four central statistical
moments of thé signal. On the other hand, Figs. 4-6 through
4-11 present the same data obtained using the electronic
model with the addition of the signal itself and the words

"which" and "

speechless.” A comparison study was made of
these data and the findings are as follows: A ciose obser-
vation of Sitton's algorithm data (Figs. 4-4 and 4-5), of
the spoken word "sunless" shows that in the third moment,
the transition from and to the phoneme/s/ at the beginning
and end of the word are significantly emphasized. Likewise,
in other moments, the first, second and fourth, an emphasis
of the transition from and to /s/ is aiso present. Howe§er,
these transition illustrations are not as pronounced as that
of the third moment.

A similar observation of the data obtained on the spoken
word "sunless" using the electronic model shows that an em-
phasis, represented by the third moment, of the trénsition
to the final phoneme/é/ is pronounced and correlates with

the like moment presented by the algorithm data. Traces of

the same appear in the representation of the other three
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moments generated from the electronic model. However, these
occurrences are not as pronounced as the algorithm data; as
a result, a solid comparison is not possible. There are a
4ﬁumber 6f reasons why this comparison is not solid. These
are discussed later in this report.

It is obvioué also that the transition to the phoneme/s/
illustrated by the data from the electronic model is not an
exact replica of the algorithm data. There are reasons why
this is true and these reasons likewise are discussed later
in this report. Nevertheless, the correlation illustrated
by the third moment of the electronic model data and the
-third moment of the algorithm data shows that the electronic
model can provide similar results to the algorithm thus indi-
cating that the design of the electronic model is feasible.

To further substantiate the feasibility of the electronic
model, another comparison study was made; this study gquated
the spoken words "sunless" and "which" with the word "speech~
less.” From an observation of the third moments of the words
"sunless® and "which" phoneme transitions are indicateé going
to the /s/ of Ysunless®” and to the /ch/ of "which." Moreover,
both of these phonemes /s/ and /ch/ appear in the word “speech-
less.” So an observation of the third moment of the word
"speechless: emphasizes the transition to the phoneme /ch/

and from the phoneme /ch/ to /s/.
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These transitions are not quite as apparent on one
observation as one would like them to be, but continued
review of the data over a series of observations points out
more clearly the transition. This comparison study of the
words "sunless"” and "which" with the word "speechless™ along
with the comparison of the data on the word “sunleséﬁ'obtained
from the electronic model with that obtained for the algorithm
data establishes the feasibility of design and that the model
is physically realizable. As stated, however, there are.
reasons why the complete seﬁ of data taken on the word "sun-
less" did not correlate in an exact sense to the data ob-
'tained“by Sitton's algorithm. These are all covered in the

next chapter.



CHAPTER V
EXPERIMENTAL RESULTS

In general the real-time statistical time-series
analyzer design reported herein represents a new tool for
use in conducting speech research and implementing the bene-~
fits of real-time statistical time-series analysis into
speech processing equipment. Prior to the research effort
at Rice University, only two other works are known to have
dealt with speech analysis beyond the first central statis-
tical moment. As a result, the study efforts are relatively
new. To this author's knowledge, no known research other
than the present has made any atteﬁpt to design and construct
a statistical time series analyzer which could be used to
study the statistical moments of speech beyond the first
moments and yet be far less complicated than a computer. So
-the physical implementation of the analyzer designed herein
is considered to be somewhat of a first. One importantb
application for this analyzer in speech research is where a
great deal of statistical data is needed about the speech
signal and computer usage is at a premium. Also, the device
may be easily used as a laboratory instrument which can
easily be stored because of its small size. Figures 5-1(a),
(b) and (c) show three photographs of the device.

w!
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Like any prototype design model, there are always
problems that need to be overcome. This analyzer design is
no exception. Furthermore, it is this fact that accounts
for the lack of exactness in the data used to correlate with
the algorithm data. In other words, the comparison of these
data in Chapter IV showed that the data from the electronic
model is not an exact duplicate of the algorithm data, but
sufficient likeness does exist in order to establish that
the design concept of the model is feasible and physically
realizable.

There are, however, very tangible reasons Why the two
sets of data do not agree in an exact sense. The first is
that the two methods of data display are not the same be-
cause they are not the same only and indication of likeness
can be established.

The other reason the two sets of data do not agree in
- an exact sense_is found in the physical implementation of
the design itself. In a general sense, the reason is found
in a combination of problems in three areas: (1) The éro-
cess of establishing a true zero reference énd zero crossing
detection, (2) Fregquency to amplitude conversion, and,
finally, (3) Development of a moment generating function.

The problem with establishing the true zerc reference
and zero crossing detection was that of maintaining noise

immunity and proper zero crossing detection. In the physical
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design the zero reference was established using a
differentiator with a time constant of one nanosecond. This
differentiator acted as a high pass filter thus emphasizing
high frequency noise as well as signal, which ultimately
affected the zero crossing detection in the form of stability
errors. To minimize the effect of the noise produced by the
input filter, the zero crossing detector was not allowed to
operate exactly at zero. Instead, the input signal was am-
plified many times with a high gain amplifier, then clipped
and amplified again. This high gain amplification allows
the detection of the zero crossing to occur at a level,
offset from zero with minimum error. The rule ﬁsed to de-
termine the minimum error was the measurement of the time
interval between the point of the offset level and the actual
zero crossing point. The ratio of this time interval to the
minimum distance inAtime between successive zero crossings
determined the error. The €rror was designed to be less
than 1% for a minimum time interval of 100 microseconds. 1In
other words, the time interval between the offset levél-and
the actual zero crossing was maintained at one microsecond.
The technique offered a high degree of noise immunity but
instability in the axis crossing itself.

This negative effect of the zexrc crossing detéction was
not apparent in the detector itself but it caused problems

in the frequency to amplitude converter. Proper operation
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of the frequency to amplitude converter depends heavily on
the acéuracy of the zero crossing detection. This is recog-
nized in that the occurrence of successive zero crossings
were used to derive the control function for the frequency
to amplitude converter. For error free conversion, the
converter requires a high degree of stability from tﬁe zero
crossing detector. Because of the limitation on noise
immunity, this stability could not be maximized; so, apparent
conversion error occured from time to time. These errors
were represented in the form of premature and post transfer
of the measurement of the zero crossing distance from an 8
bit digital counter to an 8 bit digital-to-analog converter.
This kind of error is not a function of the converter but
the stability and accuracy of the zero crossing detector.

The problem that exists with the frequency to amplitude
converter is one of using the proper digital-to-analog (D/A)
converter. At the time the design was physically implemented,
the only suitable D/A converter available was a bipolar one.
This means that, besides the fact that the output amplitude
ranges from a negative minimum to a positive maximum, the
minimum time interval between successive zero crossing
corresponded to an amplitude nearly equal to the positive
maximum voltage of the D/A converter. On the other hand,
the maximum time interval between successive zero crossings

corresponded to a D/A voltage level nearly equal to the
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negative minimum. With the D/A voltage ranging from a

-V . toa+ V
m

min the weight of the maximum time interval

ax’
between successive zero crossings was essentially equal to
that of the minimum time interval. The desire, however,
was to weight the minimum time interval more heavily than.
the maximum and allowing the intervals in between to be
weighted proportionally. So actually a unipolar D/A con-
verter would be more proper to use.

To compensate for the equal weighting of the minimum
and maximum time interval, a diode was used to cancel out
the D/A voltage levels from near V = 0 to V = ;V P e
This compensation offered more closely the desifed weighting
of the time intervals. Also the signal analysis, as a re-
sult of the compensation, was limited to time intervals of
0.5 milliseconds and less. Because the compensation used
limited the D/A voltage only to near V = 0 , errors appeared
in the data from time intervals producing D/A output voltages
between Vv =0 , V = -V near zero. Tﬁese errors were not
extremely significant but were found to be significant |
enough to affect the exactness of the analyzer data compared
to the algorithm data. This problem can easily be overcome
with the use of the proper unipolar D/A converter.

Finally, the problem associated with the development of
the moment generating function is not really known to have

affected the exactness of the data comparison. However, when
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coupled with the other two, the affect could be significant.
At any rate the problem involves the physical derivation of

the function

£(t) = (s - s) (5-1)

i

where s the signal

s = the average of the signal

L1 114

Basically, the components s and "s* occur at different
time intervals. In other words, the signal "s" 1is averaged
over a time period of 3.75 milliseconds, and then held for
another 3.5 milliseconds more while being compared with "s"
via a difference network. A more suitable method might be

to store "s" during the 3.75 millisecond period when "s"
is being derived. Then, during the 3.5 millisecond perioé,
"S" could be compared in the difference network with the

stored value of s" rather than the alternate value of

n "

S. Hoever, using the alternate value of "s" 1is a valid

technique because "s"

the signal has been assumed to be
stationary over a period not to exceed 15 milliseconds.

As illustrated, these three problems can be solved and,
if solved, should without any doubt improve greatly the
exactness of the analyzer data. No other problems were
apparent during both the design and study of the analyzer

but to conclude this chapter, a brief discussion of the

perspective of the kind of statistical analysis the physical
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analyzer performs wonld be in order.

As a final note to the results which have been presented,
it should be pointed out that the text of Chapter II implies
that the analyzer performs a continuous statistical analysis.
However, a more accurate description of the analysis is to
say that it is piece-wise continuous. In other words, each
statistical moment presented is made up of a series of 3.75
millisecond samples. Mathematically these moments may be
described by the following five equations:

= nTsp

i
s =2 S; (5-2)
i = Tsp

Tw

where n = 7T§§

Tw = word or speech duration time

sarmple period

3
0
'O

]

wn
n

value of s during period Tsp

_ i = nTsp _
5 =2 5; (5-3)
i = Tsp
_ i = nTsp _
s -5H2=3 (s; - 52 (5-4)
i = Tsp
_ i = nTsp _
s -53=3% (s, - §° (5-5)
i = Tsp
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3
s - 5 == (5. - §.) (5-6)
1

Another point that should be made about the analyzer is
that two different type test signals were used to insure
that the system was operating properly prior to any test.
These signals were a sine wave and a triangular wave. The
sine wave offered system checkout from the analyzer input
through the output of the analyzer difference network. The
triangular wave, on the other hand, offered system checkout
from the input of the analyzer analog multiplier arrangement
through the system outputs. The main idea of using these
two signals is that the sine wave has well known charac-
teristics and from these characteristics the system average
and difference networks can be checked. Moreover, the tri-
angular wave have well known characteristics for checking
the system analog multiplier arrangement. By using these
two signals to insure the proper operation of the average
and difference network'along with the analog multiplier
arrangement assured the proper operation of the entire sys-
tem. The three functions are the most critical to the proper

operation of the whole system.



CHAPTER VI
CONCLUSIONS

The research effort herein is considered to be a success.
The effort achieved its primary goal which was to advance the
development of a new speech segmentation concept such that
the concept can be more practically utilized. At the start
of this research effort, the segmentation concept was con-
tained within a computer algorithm; as a result, practical
application of the concept requixred the use of the associated
computer or its equivalent.' Now, this concept may be studied
and utilized without the need for a computer.

Because the need for a computer has been eliminated,
speech researchers, both pure and applied, may explore much
fufther the promising aspect that the concept has toward .
solving speech recognition problems and speech processing
equipment development. The segmentation concept is known to
have great potential in solving speech recognition problems
because today all speech researchers, by and large, agree
that the problem of speech recognition is a runner-up to
speech segmentation. In addition, the increased accessibility
to the segmentation concept opens the doorway to many new
ideas for speech processing equipment with applications in
voice communication systems. Moreover, the fact that the

design model itself uses simple design techniques and small
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circuilt components, alone, makes the concept more conducive
for use in equipment development. Finally, the real factor
that makes this research effort a success is that the method
chosen to advance the development of the segmentation concept

has been proven to be both feasible and physically realizable.
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APPENDIX A
ANALYZER THEORY OF OPERATION AND SPECIAL NOTES

In general, the theory of operation of the real-time
statistical time-series analyzer is quite simple and straight-
forward. First of'all, the input signal is converted to a
signal which possesses only zero crossing information. Then
this zero crossing information is converted into proportional
amplitude information by measuring the time interval between
successive zero crossings., These amplitudes which represent
the time interval between sﬁccessive Zero crossings are
averaged over a period of 3.75 milliseconds. Then, during
the following 3.50 milliseconds, the averaged value is simul-
taneously held and subtracted from the amplitude values which
occurs at the average circuit input during the same 3.50
millisecond period.

During the remaining .25 milliseconds, recognizing a
total of 3.75 milliseconds per period, the averager is reset
and is prepared to accept another 3.75 milliseconds of
amplitude values. Meanwhile, the difference between the
averaged amplitude quantities and the actual amplitude
guantities occuring at the averagecircuit input, are squared,
gubed, and raised to the fourth power simultaneously.

Finally, the averaged value of the amplitude along with

the square, the cube, and the fourth power of the amplitude
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differences represent a 3.50 millisecond sample displaying
the first four central statistical moments of the distance
between successive zero crossings of the input signal.

The process as described above assumes that the input
signal is human speech. However, the analyzer may be used
to perform the samé kind of analysis on any input signal.
This use, if desired, may require some minor changes to the
analyzer depending on the nature of the signal to be analyzed.
Such changes would probably occur in the analysis sample time
and the frequency to amplitqde converter. In other words,
the analysis sample time of 3.50 milliseconds may not meet
the stationarity reguirements of another signal. However,
all of the required changes are a direct function of the

nature of the signal to be analyzed.



APPENDIX B

ANALYZER PARTS LIST

Input Amplifier, Differentiator and Zero Crossing Detector

Operational Amplifiers =~ Seven 741 Fairchild

Digital Integrated Circuit One SN7400N TI
Diodes - Five 1N457 Fairchild
Resistors (Fixed) - Three 1K *10%

- One 4K f1o0%

- Two 10K 110%

- Three 150K f10%
Resistors (Variable) -~ One 20K *10%

Capacitors -~ One 100 pf and one 10 pf

Frequency to Amplitude Converter

Operational Amplifiers = None

Digital Integrated Circuits TTL

Three SN 7400N TI
- 6ne SN 7410A TI
One Diode - One SNA7430N TI
- Qne SN 74738 TI
= Two SN 74758 TI1
- Two SN 7493N TI

Special Digital to Analog Converter -~ One Beckman 845-Bl10

Integration, Hold, and Difference Network

Operational Amplifier - Six g741



Digital Integrated Circuits TTL

Analog Gates
Diodes

Resistors (Fixed)

Resistors (Variable)

Capacitors

Moment Generating Circuit

Operational Amplifiers

Digital Integrate Circuits
Diodes

Resistors

Capacitors

Multipliers

Special Circuit Timing

Operational Amplifiers

Digital Integrated Circuits

§
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One SN 7400N

— One SN 7473N

- Four CAG13-6952 Sicloconix
-~ None

~ One 1K

- One 3.75K

- One 10K

~AFour 12K

- One 120K

- One 50K

- One 1lpf

Four GPS-F0201
One GPS~-801
None

None

None

None

Three GPS-4030

None
One SN 7400N TI
One MC 851P Fairchild

Four SN T7493N
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Diodes - None
Resistors (Fixed) - One 1CK
Resistors (Variable) = One 20K
Capacitor - One 390 pf

Crystal = One 1024 KHz

NASA — MSC



